The quality of evidence in health informatics: How did the quality of healthcare IT evaluation publications develop from 1982 to 2005?
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\textbf{A B S T R A C T}

Objective: To obtain an overview of study designs and study methods used in research evaluating IT in health care, to present a list of quality criteria by which all kinds of reported evaluation studies on IT systems in health care can be assessed, and to assess the quality of reported evaluation studies on IT in health care and its development over time (1982–2005).

Methods: A generic 10-item list of quality indicators was developed based on existing literature on quality of medical and medical informatics publications. It is applicable to all kinds of IT evaluation papers and not restricted to randomized controlled trials. One hundred and twenty explanatory papers evaluating the effects of an IT system in health care published between 1982 and 2005 were randomly selected from PubMed, the study designs and study methods were extracted, and the quality indicators were used to assess the quality of each paper by two independent raters.

Results: The inter-rater variability of scoring the 10 quality indicators as assessed by a pre-test with nine papers was good ($\kappa = 0.87$). There was a trend towards more multi-centre studies and authors coming more frequently from various departments. About 70% of the studies used a design other than a randomized controlled trial (RCT). Forty percent of the studies combined at least two different data acquisition methods. The quality of IT evaluation papers, as defined by the quality indicators, was only slightly improving in time ($r_s = 0.19$). The quality of RCT publications was significantly higher than the quality of non-RCT studies ($p < 0.001$).

Conclusion: The continuous and dominant number of non-RCT studies reflects the various approaches applicable to evaluate IT systems in health care. Despite the increasing discussion on evidence-based health informatics, the quality of published evaluation studies on IT interventions in health care is still insufficient in some aspects. Journal editors and referees should take care that reports of evaluation on IT systems contain all aspects needed for a sufficient understanding and reproducibility of a paper. Publication guidelines should be developed to support more complete and better publications of IT evaluation papers.
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1. Introduction

The implementation of information technology (IT) is often advocated as being able to make health care more effective and efficient (e.g. [1]). Despite an accumulation of successful implementations, a not negligible amount of studies showed negative effects of IT implementation (e.g. [2,3]). Therefore, evaluation of the effects of IT interventions on health care is essential. Evaluation can be defined as the act of measuring or exploring some property of a system, the result of which informs a decision concerning that system in a specific context [4]. Evidence-based health informatics [5], meaning that all decisions with regard to IT systems should be based on available scientific evidence, need systematically conducted and published evaluation studies. Consequently, evaluation studies are increasingly considered as an integral part of planning, development, introduction and operation of IT in health care [6–8], and a rising number of evaluation studies is being performed [9]. However, evaluation studies can only form the basis of evidence-based health informatics when they are adequately described in publications so that readers can reasonably evaluate the study in the context of existing information.

Systematic reviews try to give an overview on the available evidence in a given field, e.g. on telemedical systems [10,11], on decision support systems [12], or on patient-owned medical records [13]. However, several review authors have found the quality of reported evaluation studies to be insufficient which makes it hard to draw conclusions about the general effects of an IT system.

Typical problems that are noted by authors of systematic reviews are, e.g. insufficient description or lack of the control situation [11], use of inadequate designs or inadequate methods [11,13–15], limited power of studies, or inconsistent results of studies [12]. The problem of inadequate and incomplete reporting of IT evaluation studies has also been discussed at previous European workshops, leading to the initiative to develop standards for reporting on IT evaluation studies in health care [4].

Also in other fields such as medicine research points to the fact that medical publications vary considerably in their quality of reporting [16–19].

To improve reporting of evaluation results in medicine, guidelines have been developed. One well-known example is the CONSORT group that developed a statement consisting of 21 items that should be included in a study report [19]. This CONSORT statement has been adopted by BMJ, JAMA, Lancet and some other journals [17,20]. However, CONSORT is only restricted to the reporting of randomized controlled trials (RCT) and does not help with other kinds of study design such as quasi-experimental or qualitative designs. Now, in health informatics, there are many situations where an RCT is either not helpful or not feasible. For example, to explore a setting or to identify influencing user acceptance factors, other approaches such as qualitative case studies, user surveys or action research are better suited [21,22]. Sometimes, even when an RCT would be the best approach, it may be not feasible due to a low number of participants or the difficulty of undertaking true randomisation. In that case the researcher may have to choose other quasi-experimental designs such as controlled before-after trials or time-series analysis [23].

Summarizing, the quality of evaluation papers in health informatics is often seen as being insufficient, but this has not been systematically assessed yet. A more systematic analysis of the quality of IT evaluation studies (not only RCT studies, but all IT evaluation studies) would help to better understand frequent problems of evaluation reports and would form the basis to develop comprehensive guidelines for IT evaluation papers. As a consequence this would support better and more complete evaluation papers that form the basis for evidence-based health informatics. As CONSORT is restricted to the quality of reporting RCTs and as many other study designs than RCTs are used in evaluating IT interventions in health care, an adapted set of quality indicators is necessary.

This study has therefore two objectives. First, to get an overview of the major (quantitative and qualitative) study designs and study methods used in IT evaluation studies in health care and their development over time. Second, to assess the quality of reported IT evaluation studies in health care and its development over time based on a list of quality indicators by which all kinds of reported IT evaluation studies (not only RCT) can be assessed.

2. Methods

2.1. Selection of evaluation studies

This study has been based on the systematic literature search in PubMed extensively described in [9]. For this query, we used a combination of MeSH Headings and title words to search for all types of evaluation studies on health information systems. We defined a health information system as including all computer-based components which are used by health care professionals or the patients themselves in the context of inpatient or outpatient care to process patient-related data, information or knowledge. We restricted the papers on health information systems to those that primarily concern the evaluation of the system. We defined an evaluation study as the systematic, empirical assessment of a component of a health information system. We did not include editorials, letters and papers that only describe a study design, or that just contain system descriptions. The complete PubMed query is available from the authors. The search included papers from 1982 to 2005. All 1.258 references and abstracts are available at http://evaldb.umin.at.

We divided the period 1982–2005 into eight periods of 3 years. For each 3-year period we randomly selected 15 full papers using the random sample selector of SPSS statistical software 12.0.2. We restricted our selection on summative studies that evaluated effects of IT on quality of care processes (e.g. time needed for care, appropriateness of care, quality of communication and cooperation) or outcome of care (e.g. effect on mortality, morbidity, patient satisfaction or costs) from the 1.258 abstracts found in the database. The 120 (8 × 15) papers selected for this study can also be

1 http://iig.umin.at/efmi/stare-hi/Stare-HIv0.12.doc.
2.2. Classification of study designs and methods

For each of the 120 selected papers the study design was described by the following aspects:

- **Single-unit study, single-centre study, or multi-centre study.** Typically, single-centre and multi-centre studies are distinguished in the literature, with multi-centre studies defined as a “trial conducted at several geographical sites” [24]. In IT evaluation studies, however, studies are often conducted at pilot units and not at one or more hospitals. To reflect this, we used the following classification:
  - Single-unit study: The study was conducted only in one distinct unit within a larger health care organization (e.g. one nursing ward, one intensive care unit).
  - Single-centre study: The study was conducted in one organizational centre (e.g. a hospital, a general practitioner practice, an outpatient clinic).
  - Multi-centre study: The study was conducted in several organizational centres that are geographically distributed (e.g. several general practitioners, several hospitals).

When it was explicitly stated that an individual GP, instead of a group GPs within one practice, was involved in an evaluation study this study was classified as single-unit. Note that telemedical applications were classified as single-centre in the case were there was only one major centre offering the telemedical service (e.g. several GPs using the telemedical service of one hospital).

- **Prospective or retrospective data collection.** This describes the time of data collection in relation to the study period and gives an indication for the quality of the data:
  - Prospective trial: The data were collected after the study began.
  - Retrospective trial: The data were collected before the study began.

- **Experimental or quasi-experimental design.** According to Harris [23], quasi-experiments are studies that aim to evaluate interventions but that do not use randomization. This includes, e.g. before-after-studies, time-series analysis or non-randomly selected control groups (e.g. by matching). We therefore distinguished:
  - Uncontrolled trial: No explicit control group is given (e.g. post-test analysis of effects of system based on user survey, or analysis of organizational impact based on qualitative methods).
  - Non-random controlled trial (quasi-experiments): An intervention group is compared to a non-random control group (e.g. pre-test versus post-test trial, time-series analysis, matched-pair design).
  - Randomized controlled trial (RCT, experiment): Participants are randomized to intervention and control group.

In addition, to get a feeling for the size of an evaluation project and the interdisciplinarity of the researchers, we counted the number of authors and the number of distinct departments they came from.

2.3. Assessment of paper quality

We described the data acquisition methods used in a study based on the following list. This list is based on a comparable list used by van der Loo [25]:

- Questionnaires.
- Interviews.
- Observations.
- Documentation analysis, chart review.
- Automated logging of usage data.
- Work sampling, time measurements.

The list of quality indicators to assess the quality of IT evaluation papers was developed after thorough review of earlier work on quality indicators. CONSORT [19], Bath et al. [16], Mihan and Windeler [26] and others were analysed to check whether indicators used to report on RCTs can be transferred to a checklist appropriate for other quasi-experimental study designs such as controlled before-after trials and for uncontrolled trials. We found that many indicators used here can be generalized: for example, blinding of participants is a typical technique that aims at increasing credibility of results. Instead of asking for blinding in our study, we tried to assess the credibility of the results. Another example of the CONSORT criteria is that the intervention should be described. We tried to assess whether the IT system, considering it as an intervention, is described in sufficient detail. Defining the statistical analysis it is important to judge the adequate use of methods in quantitative analyses. Since our study also includes qualitative analyses we tried to assess whether the methods used, both quantitative and qualitative, were adequate to answer the study question. We then reviewed papers analysing the quality of controlled trials (both RCT and non-RCT) such as Mair and Whitten [15], Downs and Black [27], Johnston et al. [28], Roine et al. [29], Verhagen et al. [30], Hall et al. [31]. We also reviewed quality indicators used in the qualitative research domain as discussed by Greenhalgh and Taylor [32] and Borrani et al. [33]. Finally, we reviewed guidelines for authors and reviewers as used by major health informatics journals and by the IMIA Yearbook of Medical Informatics [34].

It was important to find quality indicators that were applicable not only to randomized controlled quantitative trials, but to all kinds of studies (e.g. qualitative case studies, longitudinal descriptive studies, uncontrolled clinical trials, etc.) as described above.

The resulting list of 10 quality indicators is presented in Table 1. Note that the quality indicators primarily aim at measuring the quality (and completeness) of reporting the evaluation study instead of the quality of the study itself. The quality of a study itself often cannot completely be assessed only based on its publication. Nevertheless some criteria assess (in some way) the quality of the study itself, e.g. “Q7. Methods seem adequate to answer study question”. We believe this quality indicator is important to include since many study designs (not only RCTs) and methods are used in evaluation studies on IT interventions in health care. A description of the choice of the study design and methods used as well as their motivation is therefore included in the set of quality indicators.

---


---

Table 1.
Table 1 – Ten items that should be included in reports of evaluation studies on IT interventions in health care

<table>
<thead>
<tr>
<th>Paper heading</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1</strong></td>
<td>Introduction</td>
</tr>
<tr>
<td><strong>2</strong></td>
<td>Introduction/Methods</td>
</tr>
<tr>
<td><strong>3</strong></td>
<td>Methods</td>
</tr>
<tr>
<td><strong>4</strong></td>
<td>Methods</td>
</tr>
<tr>
<td><strong>5</strong></td>
<td>Methods</td>
</tr>
<tr>
<td><strong>6</strong></td>
<td>Methods</td>
</tr>
<tr>
<td><strong>7</strong></td>
<td>Methods</td>
</tr>
<tr>
<td><strong>8</strong></td>
<td>Methods/Results</td>
</tr>
<tr>
<td><strong>9</strong></td>
<td>Results</td>
</tr>
<tr>
<td><strong>10</strong></td>
<td>Discussion (Conclusion)</td>
</tr>
</tbody>
</table>

For each indicator, 0–2 points (0 = not fulfilled, 1 = partly fulfilled, 2 = fully fulfilled) were assigned, therefore a maximum of 20 points could be obtained as an overall quality score for one study publication. Mean scores between different groups of papers, e.g. to compare quality scores between different study designs, were compared by Student’s t-test. Spearman rho correlation was calculated to test the development of quality in time.

To calculate inter-rater reliability for the quality scores and to test whether the indicators were clear to both reviewers, the first nine randomly selected papers were independently analysed in a pre-test using Kappa statistics. After calculating the Kappa on this pre-set and discussing unclear items left, one of the raters scored the other 111 papers and the other rater commend on these scores. Discussions continued until consensus was reached.

SPSS 12.0.2 was used to perform all statistical analyses.

3. Results

3.1. Study design of IT evaluation papers

The study designs of all 120 papers were analysed. As shown by Fig. 1, the percentage of single-unit and single-centre studies strongly decreased during the last years. In the period 2002–2005 almost half of all selected papers reported on multi-centre studies. Although for each 3-year period 15 papers were
selected, the original database contains different numbers of evaluation studies per 3-year period. The percentage selected studies for each 3-year period (15/total number of evaluation studies in 3-year period) is presented bracketed on the X-axis.

Overall, 79% of the studies used prospectively collected data; this percentage remained stable over the last 24 years. Of all evaluation studies, 16% \( (n = 19) \) did not use any control group, 55% \( (n = 66) \) used non-random controls and 29% \( (n = 35) \) used random controls (Fig. 2).

As shown in Fig. 3 45% \( (n = 54) \) of the papers were written by 1–3 authors, 42% \( (n = 50) \) have 4–6 authors, and 13% \( (n = 16) \) have more than 6 authors. Thirty percent of the papers have been written by authors of the same department. During the years the ratio of papers written by authors from various departments has strongly increased (mean number of departments involved in 1982–1984 was 2.2 versus 3.6 departments in 2002–2005).

A majority \( (n = 79, 66\%) \) of the studies used document analysis/chart review as the main data acquisition method. Forty percent of the studies \( (n = 48) \) combined at least two different data acquisition methods, 10 studies \( (8\%) \) combined three data sources, and only one study \( (0.8\%) \) combined more than three different data sources for answering their study questions. Especially in the last 3 years the use of multiple data acquisition methods increased (mean number of data acquisition methods between 1982 and 2002 was rather constant around 1.4 versus 1.7 in 2002–2005). Table 2 shows the details of the chosen methods.

| Table 2 – Data acquisition methods of evaluation studies 1982–2005 \( (n = 120) \) |
|-----------------|-----------------|
| Methods used    | Number of studies using the indicated methods (multiple nominations possible) |
| Documentation analysis, chart review | 79 (65.8%) |
| Questionnaires | 38 (31.7%) |
| Work sampling, time measurements | 16 (13.3%) |
| Interviews | 14 (11.7%) |
| Observations | 13 (10.8%) |
| Automated logging of usage data | 4 (3.3%) |
| Other/unclear | 16 (13.3%) |
Table 3 – Mean, standard deviation, incidence of scoring values (0–2), and Kappa value on the pre-test for each quality indicator of IT evaluation papers 1982–2005 (n = 120)

<table>
<thead>
<tr>
<th>Quality criteria</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Scoring value</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Motivation, problems and study questions are clearly described</td>
<td>1.78</td>
<td>0.46</td>
<td>2</td>
<td>23</td>
</tr>
<tr>
<td>2. The evaluated information technology (the intervention), is described in sufficient detail</td>
<td>1.39</td>
<td>0.75</td>
<td>19</td>
<td>35</td>
</tr>
<tr>
<td>3. Type, number, and sampling of involved study population are clearly described</td>
<td>1.43</td>
<td>0.63</td>
<td>9</td>
<td>50</td>
</tr>
<tr>
<td>4. Setting and population seem justified to answer study question</td>
<td>1.92</td>
<td>0.28</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>5. Methods for collecting data are sufficiently clear</td>
<td>1.43</td>
<td>0.65</td>
<td>10</td>
<td>48</td>
</tr>
<tr>
<td>6. Methods for analysing data are sufficiently clear</td>
<td>1.35</td>
<td>0.76</td>
<td>21</td>
<td>36</td>
</tr>
<tr>
<td>7. Methods seem adequate to answer study question</td>
<td>1.71</td>
<td>0.53</td>
<td>4</td>
<td>27</td>
</tr>
<tr>
<td>8. Any comparison that is done between groups is fair*</td>
<td>1.38</td>
<td>0.75</td>
<td>15</td>
<td>27</td>
</tr>
<tr>
<td>9. All results are credible and seem valid</td>
<td>1.81</td>
<td>0.40</td>
<td>0</td>
<td>23</td>
</tr>
<tr>
<td>10. All conclusions seem justified by the results</td>
<td>1.83</td>
<td>0.43</td>
<td>2</td>
<td>17</td>
</tr>
</tbody>
</table>

* Not every study compares groups, therefore the total scores do not count up to 120.

Indicator “Q8. Any comparison that is done between groups is fair” as it was not clear to one rater that this indicator was about the fairness of the comparison and not about the existence of a comparison.

Table 3 shows the mean scores for each quality indicator, while Fig. 4 shows the mean total quality score of the evaluation studies (as sum of the 10 quality indicators) in time. The quality of the evaluation studies was rather stable over time, there seems to be only a slight improvement in quality score in time, Spearman correlation coefficient \( r_s = 0.192 \); 95% confidence interval 0.013–0.359.

Of the 10 quality indicators, the indicators “Q2. The evaluated IT intervention is described in sufficient detail”, “Q3. Type, number, and sampling of involved study population are clearly described”, “Q5. Methods for collecting data are sufficiently clear”, “Q6. Methods for analysing data are sufficiently clear” and “Q8. Fair comparison between groups” had the lowest scores. The mean total quality score for RCTs (17.8) was significantly higher than for non-RCTs (14.8) (t-value = −5.09, d.f. = 118, p < 0.001). RCTs scored higher then non-RCTs on all 10 quality indicators. For all indicators but “Q1. Motivation, problems and study questions are clearly described” and “Q2. The evaluated information technology (the intervention) is described in sufficient detail” this difference was statistically significant (p < 0.05). No significant differences could be detected between single-unit, single-centre and multi-centre studies or between prospective and retrospective studies.

4. Discussion

4.1. Discussion of results

We observed an increasing trend in using multi-center evaluation studies, a rising number of authors from various departments and a recently developed trend towards the usage of different data acquisition methods in an evaluation study. This all can be interpreted as an indication for maturation and better quality of evaluation research in medical informatics, as both multi-center studies, authors from multiple disciplines and triangulation of data sources point to more extensive and larger studies that may be better able to generate reproducible and valid findings. The slight increase of the overall quality of evaluation studies on IT in health care as measured with our newly developed quality score confirms this finding.

The developed quality score includes 10 indicators aiming to measure the quality of reporting the evaluation study since evidence based health informatics requires high-quality publications. Five out of the 10 quality indicators had scores lower than 1.5 while the other five had scores above 1.7. The indicator “Q8. Fair comparison between groups” is of special relevance for all controlled trials. Here we observed that
these groups are not compared on baseline characteristics which makes it hard to check whether both groups were comparable. The indicator “Q2. The evaluated IT intervention is described in sufficient detail” is a very important one for the reader to translate the findings of the study to their own IT situation or to decide on future developments in their information architecture. Here we found several publications with an insufficient description, e.g. of the functionality, technology, usage patterns and workflow integration of the evaluation IT system. The same counts for the indicator “Q3. Type, number, and sampling of involved study population are clearly described” and hence hampers the reader to translate the study setting to their own situation. The indicators “Q5. Methods for collecting data are sufficiently clear” and “Q6. Methods for analyzing data are sufficiently clear” are important to assess the reliability of the reported results. Here we also found a large number of studies that, e.g. reported on results of user surveys, documentation analysis or time measurement, but without giving sufficient information to reproduce and assess their findings.

In contrast to others [18,25] that observed a decrease in quality we found a slight increase in quality of evaluation studies of IT interventions in health care between 1982 and 2005. However, we want to emphasize that the correlation coefficient is very small and it is generally known that significant correlation coefficient does not necessarily indicate a strong and important relationship [35]. Overall, the quality of published IT evaluation studies seems insufficient especially with regard to a clear description of the IT system and to the methods used to capture and analyse data. This is supported by remarks from authors of systematic reviews [11–13].

An important difference between our study and former ones is that we did not restrict our review to RCTs. In fact, we found that only 29% of all studies used an RCT design. This means that 71% of all summative evaluation studies on IT interventions in health care are either non-randomly controlled or uncontrolled clinical trials. To our knowledge, most of comparable work on the quality of medical and medical informatics research papers has focussed on the quality of randomized controlled trials, borrowing quality indicators for clinical trials from the medical sciences. For example, Godman [36] described a checklist for clinical trials, containing 18 quality attributes such as: specify alpha and beta level; make sample calculation; use blindness; describe treatment and control; or provide test statistic. In a comparable way, Johnston [28] analysed 28 controlled trials on clinical decision support systems. While these studies both used established quality indicators for quantitative clinical trials, they are not appropriate for other types of study designs in health informatics. Therefore we generalized the quality attributes to make them applicable to other evaluation papers.

4.2. Discussion of methods

Our 10-item list of quality indicators for publications evaluating IT in health care primarily aims at assessing the quality of reporting studies instead of the quality of the study itself. In this sense it is comparable to the goal of CONSORT for RCTs. However, since our list focuses on all kind of study designs, not limited to RCTs, it also includes the indicator “Q7. Methods seem adequate to answer study question” which assess the quality of the study itself. Therefore, one might argue that there is some mixture of assessing the quality of study and the quality of reporting. Our set of quality indicators has three important weaknesses that need to be discussed. First, the 10 criteria were unweighted for scoring purposes. This means that some criteria which might be more important than others are not weighted to reflect their importance. However, any weighting would be arbitrary and subjective and therefore equally subject to criticism. Hence for simplicity we have left criteria unweighted. Second, several criteria seem to be particular subjective (“Q9. Results are credible and seem valid”), which is due to the fact that we had to develop a comprehensive checklist. Finally, the overall report quality score and its parts were not tested on its properties (e.g. test–retest reliability, internal consistency and construct validity). Although in our pre-test the inter-rater variability of our quality score was good, indicating that our quality score was useful for objectively assessing reports of studies on evaluating IT interventions in health care we did not evaluate more formally the reliability, consistency and validity characteristics of our quality score. As far as we know, these three weaknesses of using our list of quality indicators also apply to well-accepted quality measures such as CONSORT [16]. Further research should prove the general usefulness, objectiveness and reliability of our quality score.

We analysed a random sample of just 15 papers from each 3-year period. We cannot be sure that this is representative of the overall number of evaluation studies published, especially for the last years where a lot more studies have been performed (see percentages on X-axis of Fig. 1). However, we decided to have a fixed number in each period to make the assessment feasible, and to give each time period an equal weight to be able to detect developments over time.

5. Conclusion

We conclude that the quality of evaluation studies on IT systems in health care still has to be improved in some aspects. Despite the increasing discussion about evidence-based health informatics [5], we could not see a strong increase in the quality of IT publications. This poses a severe problem as evaluation publications form the basis of any further analysis about the effects and quality of IT in health care. The continuous and dominant number of non-RCT studies reflects that various approaches are applicable to evaluate IT systems in health care. Therefore a general list of quality indicators to assess reports on evaluation studies on IT in health care independent on study design is essential. Journal editors should update instructions for authors to better cover the reporting of evaluation of IT systems to ensure that issues which affect the understanding of a paper and how the study was undertaken are adequately described. Referees should then be asked to judge papers in this context. The list of 10 quality indicators described in this paper (Table 1) could serve as a basis for improving the quality of reporting on evaluation studies of IT interventions in health care and for developing publication guidelines for authors.
Summary points

What was known before the study:

- Quality indicators for describing evaluation studies in medicine are mostly restricted to randomized controlled trials.
- Earlier studies showed that the quality of evaluation studies in medicine or on IT interventions in health care decreased over time.
- Evidence based health informatics requires high-quality publications on health informatics evaluation studies.

What this study has added to our knowledge:

- There is an increasing trend in using multi-centre designs in evaluation studies on IT interventions in health care.
- The quality of publications on evaluation studies has only slightly been increased in the last 24 years.
- Reports on randomized controlled trials show a significant higher quality score than non-RCTs.
- The quality of publications on IT evaluation studies in health care still has to be improved, especially the description of the IT intervention under evaluation and the description of the methods for data collection and data analysis.

Acknowledgement

Preliminary versions of this work have been presented on MIE2005 and AMIA2005.

References

[26] L. Mihan, J. Windeler, Methodological quality of controlled studies in the “Medizinische Klinik” journal. Analysis of


